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AWS E1iin E #i R #Elastic Load Balancer/ZI2 & il £:8 H1TB & AInternet-facing Application
1 35 AWS load balancer (ALB): —1{& (ALB E&EE ERegion AR/ MECIHE, ZoHENE—EE25 1-1000 889 899
Public IPv4 Address)FT#E T #A0 - B
AWS E1iin £ #E AR #Elastic Load Balancer 232 E Rl £:8H1TB - £ AInternet-facing Application
1 | 36 AWS load balancer(ALB):—1& (ALBEE& % & {@Region N & /M {ET] &, & 0] AR 2B —E=7%APublic | 1-1000 873 883
IPv4 Address) FifElth . =& -
AWS =i E B RS —MFRE S3 Glacier f#7F 5TB F1944 K/ (16 MB)3S3 Glacier & 17:5TB
A AWS Y A0 16MB PUTEESR: 5B 20/B e -2 - 1-100 353 357
AWS Eih E E RS — IR S3 Standard 100GB PUT requests: 1000000 GET
1 | 42 AWS requests:10000003 S3 Standard %£7:100GB PUT#5K: 1008 /3 GETEK:1008%/8 Fife | 1-100 195 197
. = -
= e S 4 2 N 4K - . . e 2 4 | N B :
1 44 AWS g\évljs(;gﬁ)ﬁi%éiﬁgzﬁﬁgﬁgZKECZECPU2 Core RAM:2GB fEZ £#% Linux/Unix = 1{@Public IP 1-100 13,547 13,698
EiRERRIE—ARFRE i ive f#77: \Z 34 : AK:
1 | a7 AWS %V\lksﬁ?gfﬁgfgfg 0 gﬁﬁ#uss Glacier Deep Archive f#77:5TB F9¥)# KX/ 16MB PUTEERS | 347 351
50 FE R AR 75 — AR AR AR i ive fE77:5TB 15 : K
1 48 AWS %V;\Sﬁﬁu%ﬁiffg}jg?xﬁ A% #15S3 Glacier Deep Archive f#77:5TB F19#)4 K/\:16MB PUTEEK:5 1-100 353 357
=l FE BEAR TS — AR W17 FBKI1008 X FAR1008 X
1 | a0 AWS %v;/m§¥?7]u$§fxégﬁ%ﬁ MHES3 Standard f&7:100GB PUT#K: 1008 R/B GET#K:100BR Fi| , . 204 206
T i 2 [NE AR =y T & 4y = =
1 | s AWS %V;/ms-é:iﬁiﬁéﬁ% ##215S3 Standard f£7%:100GB PUT=AK: 1008 X/H GETHK: 1008 fi| , 195 197
EIRE NG — RAER 0 B o/l large AUBEE2 Bb :0BIE4 GB
AW'S EE05 8 B B 75— AR TE B SR i large AIBEE2 b 1B R4 GB B/ 100GB SSD
L AWS (ap3) E3 % 4:Linux/Unix Public IP:1 {8l BTt L2 - 1100 0177 305718
AWS Ef E RIS — AR ERITEIZESE c7ilarge EIE28:2 20 5218524 GB f#7:100GB SSD
T AWS (gp3) 2 % :Linux/Unix Public IP-1 (Bl B e 538 - 1-100 0477 30513
AWS Eif & RS —AFRR I ITERRE 5% c7ilarge BRIEES:2 /0 FC1EF%:4 GB f#77:100GB SSD
1] 56 AWS (gp3) Y2 % :Windows Public IP:118 e -3 N3 - & 1-100 49.267| 49815
AWS Eih E B RS —RIRE T EIEE SR c7ilarge BIE23:2 20 FCi852:4 GB f#7:100GB SSD
! 57 AWS (gp3) YEZE £ 4t:Windows Public IP:118 PR HA - & 1-100 51453 52,025
AWS EimE RS — MRIREBRTEEE SR c7ilarge BIE23:2 /0 ;oE58:4 GB #77:100GB SSD
! 58 AWS (gp3) YEZE £ #4t:Windows Public IP:11E PR =& - & 1-100 51453 52,025
AWS Elif E # RIS — RR ST EIZE R g4dn.xlarge GPU:1 E¥E23:4 Z/0) 501E58:16 GB f
(N AWS #2:100GB SSD (gp3) 1F 2 % &:Linux/Unix Public IP:118 A e -5 4 - & 1-100 174,403 | 176,343
AWS =i E E RS — MRS B TE 2258 g4dn xlarge GPU:1 EIE33:4 /0 iC1852:16 GB f
1|60 AWS 72:100GB SSD (gp3) E 2 % :Linux/Unix Public IP:118 Fi#Eith: B & - £ 1-100 168,390 | 170,263
AWS ZEii E # RS — RSB TE 2258 g4dn.xlarge GPU:1 EIE2%:4 /0 iC1852:16 GB f
e AWS 72:100GB SSD (gp3) {F 2 % %:-Windows Public IP:118 FiZ£ -3 1 - & 1-100 216956 | 219,369
AWS i E 5 RS — RSB T ERE 257 :g4dn.xlarge GPU:1 EIE28:4 20 iC1252:16 GB
! 62 AWS 77:100GB SSD (gp3) EZ£ % #:Windows Public IP:11@ FrfEi: H A - &£ 1-100 210,943 213,289
AWS =i E B RS — MRS BT EE R 5%:m7i.2xlarge BEIE23:8 /0 FC1EFE:32 GB f#77:100GB
! 63 AWS SSD (gp3) 1E3 & #t:Linux/Unix Public IP: 118 FrfEt:#r0E - & 1-100 120,749 122,092
AWS =i E E RS — RIS BT EEE5%:m7i.2xlarge BRIE23:8 %0 ACiEf2:32 GB f#77:100GB
! 64 AWS SSD (gp3) 1E3 £ #:Linux/Unix Public IP:11& Fr7EM:HA - & 1-100 124,633 126,019
= i FE AR 7S — AR AR B BT B FE L 5% :m7i. =18 23:8 1Z/0 FCiERe: Rz
1|6 AWS 55D (@p3) 122 2.6 ineoni Pl 1P T Pttt - o oe OB WIO00R | qq00 | 124633 | 126010
SRR . == e
AWS Eif E 5 ARTE — ARAR R ITEREE 5% :m7i.2xlarge RIE23:8 1%/ FoiEfe:32 GB f#77:100GB
1] 66 AWS SSD (gp3) 12 % - Windows Public IP:1{8 FiZE th: 37 04 - £ 1-100 205,855 208,145
B IR TS — AR R TERE LS :m7i. =IB23:8 20 iCiEEE: A
AWS i E 5 RS — MRS BT EEE5%:m7i.2xlarge BEIE23:8 /0 AC1EFE:32 GB f#77:100GB
! 68 AWS SSD (gp3) 1E3 £ #:Windows Public IP:11& FrfEith. =& - 1-100 209,739 212,072
AWS i E RS — RSB TEEESE:m7ilarge BIE23:2 &0 iCiE58:8 GB #77:100GB
1| 89 AWS SSD (gp3) YEE % 4:Linux/Unix Public IP-1 18 FiZE -5 1% - 1-100 333321 33703
= i FE AR 7S — AR AR B BT B FE B SR :m7i. =I82s:2 0 FCiEEe: Fe
1| AWS S5 (@p3) 122 2.6 ineomit Pl P T B 2 o o EH008E | qq00 | sases | saser
AWS i E RS — AR ITEREE 5% :m7i.large EIEER:2 /0 FCiERS:8 GB f#7F:100GB
T AWS SSD (gp3) 12 % #-Linux/Unix Public 1P: 118 FiZE - B8 - 1-100 34305 34,687
AWS Eif E 5 ARTE — ARR I ITEREEL 5% :m7i.large EIEER:2 %0 FC1ERS:8 GB f#77:100GB
R AWS SSD (gp3) 12 % #i-Windows Public IP:1{8 B2 . 3704 - £ 1-100 54608 55215
B [ IR TS — A AR R I TE AR B :m7i. RIE 22 20 RCiERE: FEe
1| AWS 55D (@p3) 122 2. Winclows bubli P18 BT E1as < B o o BEH0088 ] qq00 | s5a1| 56199
AWS ZEimEE RS — RSB TEEESE:m7ilarge BIE23:2 &0 iCiE58:8 GB #77:100GB
! 74 AWS SSD (gp3) 1E3 £ #:Windows Public IP:11& FrfE i =& - 1-100 55,581 56,199
AWS =i E B IRS — BRIRSBTEEE SR :m7i.xlarge EIE23:4 0 ;CE5%:16 GB A 1:100GB
1|75 AWS SSD (gp3) {E % 4:Linux/Unix Public IP-1 18 FiE -85 1138 « & 1-100 62471 63,166
i E B AR TS — AR AR B AT B A& B SR :m7i. 218284 Z0 FCiERe: FET7:
1| AWS 55D (@p3) 122 2.6 moeuni Pl P T Fre s - 0 CRUFIO0CE | qq00 | eadrs| 65120
B i E B AR TS — AR ARSI T E L R SE :m7i. ZIB 24 0 FClERe: FyeR
SERA. . ==
AWS Eiin E B RS — RFREBRTERESR:m7i.xlarge EIE28:4 /0 ;CiB52:16 GB %7%:100GB
! 78 AWS SSD (gp3) 1E2 £ #t:Windows Public IP:118 B #E - # 0 - & 1-100 105,024 106,192
I R B R TS — A AR AR T RE B 5% m7i. 2IBE3:4 20 o lEge: e
1| AWS S5 (@p3) 122 2. Winclows bublis P8 FT A Eis < & o0 CREIO0CE | g0 | 106,085 | 108,155
AWS =i E B ARS — MRIRS B TEEESR:m7i.xlarge B384 20 ;CE5%:16 GB A 1:100GB
! 80 AWS SSD (gp3) 1E3 % #:Windows Public IP:11& FrfEith: =& - 1-100 106,965 108,155
AWS Elf EH RIS —IRRENITEIZESE:p3.8xlarge GPU:4 EI223:32 %0 soiE5e:244 GB &
e AWS #2:100GB SSD (gp3) 1F 2 % &:Linux/Unix Public IP-118 A 76 -5 i - & 1-100 | 3,920,880 | 3,964,489
AWS EinE SRS —AFRR N ITE R R 5% :p3.8xlarge GPU:4 EIE25:32 %0 iCiEie:244 GB f#
1| 82 AWS #2:100GB SSD (gp3) {F 2 % :Linux/Unix Public IP-118 Fi#Eth: B & - £ 1-100 | 3.883.877 ] 3,927,075
AWS Eif & SRS — AFRR T A28 5% :p3.8xlarge GPU:4 EIE28:32 %0 iCiEie:244 GB f#
1] 88 AWS 72:100GB SSD (gp3) {F 2 % %:-Windows Public IP:118 FiZ£ -3 I - & 1-100 | 4,261,301 | 4,308,697
AWS i E 5 RS — MRS BT ERE 257 :p3.8xlarge GPU:4 [E1E38:32 /0 iC858:244 GB f#
s AWS 77:100GB SSD (gp3) 1F 3 % &:Windows Public IP:118 Fi7eH: A7 - & 1100 ) 4,224,298 ] 4,271,282
AWS Ein E R —AFRBIITERE SR t3.small (BBt£5) B2 /0 ;oiBfe:2 GB f#
1% AWS 72:100GB SSD (gp3) 1F 2 % :Linux/Unix Public IP-1{8 FiEkh: B 7 - & 1-100 10485 ) 10602
AWS =i E B RS — MIRA B TEEE SR (3 .small (BFEt£5) BIE23:2 /0 iLiEie:2 GB A
1] % AWS #2:100GB SSD (gp3) 1F 2 % :Linux/Unix Public IP-1{8 F e th: B - & 1-100 10485 ) 10602
AWS EinE R —AFRRITERE S 13.small (BBt%5) RIE23:2 %0 ioiEie:2 GB fi
1|87 AWS 72:100GB SSD (gp3) {E 2 % -Windows Public IP:118 FifE ith: B - £ 1-100 14,7391 14,903
AWS Eif E RS —ARRITEZE 5% t3.small (BEt£5) EIE=3:2 %0 ;0iE52:2 GB f#
1] 88 AWS #2:100GB SSD (gp3) {F 2 % &:-Windows Public IP:118 i fE it 22 - 1-100 147391 14,903
B im E B RS — IR BT B AR 2L 5% 3. 25 EIEEs 2 2D iERE: B
1 89 AWS AWS EinERRE —RBRBIITERE S t3.small (EHBt£5)EIEER:2 %O IBEE:2 GBRE 1-100 10.297 10.412

77:100GB SSD (gp3)1E3 £ #t: Linux/Unix Public IP:11& PR7E M- FANK - &




AWS i E 5 AR 5 — A AR AT ERS BL5R t3.small (BBt R D) EIERR:2 20 iBie:2 GBIi#

L AWS #:100GB SSD (gp3)/F 2 % 4: Windows Public IP:1/8 FT =B - 1100 14.552) 14714
== e '3 Z 58 H . b m2$> > =. /v
1 o1 AWS AWS ElﬁiJfakﬁﬁxﬂﬂﬁﬁﬁz Key Management Service (CMK): 112 ¥J#5 75K #=:1000000%/H 1-1000 101 102
FriEih. =4 - H
AWS EinEERIEINERS MNEHRS: AWS CloudWatchB E&151%2: 8550018 API request: =
1 92 AWS HGetMetricData —EE R APl request: B HHM API FF X —BERX EXHFE:855100GB 8B | 1-100 7,295 7,376
I IERER1001E PRiEH:. &2 -
[S5hES '3 58 58 H L. EEE = K7 * * E ey : ~ |
1 93 AWS %Vl/mslgiﬁ@kﬁﬁnﬂﬂﬁﬂﬁz NERE: AWS MSP ZEFEERKE7*24* B stEEHEMIRF IR P 1-100 31,995 32,351
=0
EE'“’_%_E Z Z kB 42 - gj;\n R E*Q* E.'S'—.“*'f: = |
1 94 AWS %\{V:tgﬂﬁfékﬁﬁxﬂﬂﬁﬁﬁz MERE: AWS MSP 2R R#55*8* B stE#HEKIRF IR FifE 1-100 11.995 12.128
== °
AWS =i E # RS INERFEAWS Control Tower AWS 15 :Management Account, Audit
1 99 AWS Account, Log Archive Account, Additional OU accounts (k88 B2, f|IDEV, PROD) FrfEith: [ 1-100 259 262
Mo - B
= L: Z3 A7 = . . ey — .
1 105 AWS Qg/j\}/usﬁnnflﬁﬁfﬁkﬁﬁfxmﬁﬁfﬁz EBS ##7%:500GB SSD (gp3) IOPS:3000 #i*A&:125 MBps Fr1E: 1-100 1,262 1,276
B '3 2 Z = . . GaES- R
1 106 AWS %Wxsoﬁélﬂﬁfﬁkﬁﬁ?yzmﬁﬁﬁfx EBS ##7%:500GB SSD (gp3) IOPS:3000 #i3£&:125 MBps Fr1Eih: 1-100 1,262 1,276
[SehiF= 3 2 5 = . . e —
1 107 AWS %\/.V::;ﬂﬂ‘ﬁﬁkﬁﬁﬁmﬁﬂﬁh EBS ##7%:500GB SSD (gp3) IOPS:3000 #i3%X£:125 MBps/H FifE 1-100 1,262 1,276
=01
AWS =i & IR 75 118 BR 75 Elastic Load Balancer RIEE R =85 H1TB - # BInternet-facing
1 108 AWS Network load balancer : —{& (NLB & &E B ERegion RERVAEIAE, ZUAREHE—EZE | 1-1000 862 872
Public IPv4 Address) ° FREIHL:FTINE - B
AWS 1 E R 75 1B AR #5Elastic Load Balancer B2 & 1K= 2 81TB © £ HInternet-facing
1 109 AWS Network load balancer : —{& (NLB & &E B ERegion A/ ME o HE, Z o AR E—E=Z%E | 1-1000 818 827
Public IPv4 Address)FT#E it = & -
AWS 1% E # R #5 IN1E AR #5Elastic Load Balancer 32 & Rl &5 8 1TBfE MInternet-facing
1 110 AWS Application load balancer: —{@& (ALB FE1&i5 £ ERegion AR/ MEIAE, ZUAEHRE—EZ | 1-1000 873 883
APublic IPv4 Address)FrfElt:HA - B
AWS ZE1if E # R #5 N1E AR #5Elastic Load Balancer ZI2 & K& : 5 5 1TBfE FAinternet-facing
1 111 AWS Network load balancer:—{& (NLB F1=5 E{ERegion AR/ MEIAE, ZHENE—EZE 1-1000 818 827
Public IPv4 Address)Fr#Eit:H A8
1 113 AWS AWS i E 5 AR INE RS INMEFRAE: Skill Builder - FF5] B - &F 2-100 11,849 11,981
1 114 AWS AWS i E R 75 M B N1{BER#EData Transfer Bl I E#H(REH]):100GB FRfE it #0% - B 1-100 312 315
1 115 AWS AWS i E B IRFZ W BN1MEAR#Data Transfer Eil ML E&HI(REH]):100GB FrfEit:HA - A 1-100 296 299
1 116 AWS AWS i E RS M BAINMER7EData Transfer Eil L ILEH (GFR=E):100GB FifEih. =& - 1-100 296 299
_ ing =IE S 5 -
1 117 | Google Cloud Platform Googlg Cloud Platform - Cloud Load.BaIancmg EinB& & F % Cloud Load Balancing, 10 rules, 1-5000 84,072 85,007
12TB inbond/outbound data processing/year—
1 118 | Google Cloud Platform |Google Cloud Platform - Cloud VPN i i # 2 BB 495 Cloud VPN, 2 tunnels—%F 1-5000 26,020 26,309
1 119 | Google Cloud Platform |Google Cloud Platform - Computing Solution E1 &% Cloud GPU NVIDIA P100—F 1-5000 420,470 425,147
1 120 | Google Cloud Platform |Google Cloud Platform - Computing Solution Zim:E & Cloud GPU NVIDIA T4— 1-5000 91,970 92,993
1 121 | Google Cloud Platform [Google Cloud Platform - Computing Solution E1#%E & Cloud GPU NVIDIA V100— 1-5000 651,734 658,983
Google Cloud Platform - Computing Solution 7% & Compute Engine E2, vCPUs:2 RAM:8GB, i
1 122 | Google Cloud Platform 100GB Standard persistent disk, Window OS—% 1-5000 47,820 48,352
Google Cloud Platform - Computing Solution Z1i#:E & Compute Engine N1, vCPUs:16, i
1 | 123 Google Cloud Platform o \\160GB, 100GB Balanced persistent disk, Window OS—Z%F 1-5000 430,462 | 435250
Google Cloud Platform - Computing Solution 1785 Compute Engine N2, vCPUs:2, RAM:8GB, |
1 124 | Google Cloud Platform 100GB Balanced persistent disk, Window OS— 1-5000 57,386 58,024
_ . . g_fg IJJ"_‘% . .
1 125 | Google Cloud Platform Google Cloud .Platforr.n Computing Solution ZimE&GCE E2, vCPUs:2 RAM:8GB, 100GB 1-5000 23,756 24,020
Standard persistent disk, Free OS—%F
1 126 | Google Cloud Platform Sggsl&%lijfdﬁmatform - Computing Solution E1i# & VMware Engine, VE1-STANDARD-72, 1 1-5000 2.563,603 | 2,592,207
- , —— , - -
1 127 | Google Cloud Platform Sggegl(esgl)o_udEPlatform Computing Solution E1ii:&&VMware Engine, VE1-STANDARD-72, 1 1-5000 2471221 | 2,498,707
_ : T . .
1 128 | Google Cloud Platform Google Cloud .Platforr.n Computing Solution Ei#:E & (SG)GCE E2, vCPUs:2 RAM:8GB, 100GB 1-5000 26.215 26,507
Standard persistent disk, Free OS—F
- itv HRBREHEE ici
1 129 | Google Cloud Platform :Bez(lnjgelsetsCE);d Platform - Network Security #8%82% % Cloud Armor 10 policies, 10 rules, 10M 1-5000 33,390 33,761
_ . EE jue} E .
1 130 | Google Cloud Platform Google Cloud P.Iatform. Storage Solution Eif#fFZGCS Standard Storage 100GB, Egress : 1-10000 3.993 4,037
100GB from Asia to Asia—F
Google Cloud Platform - Storage Solution Zlf#7%(SG)GCS Standard Storage 100GB, Egress :
1 131 | Google Cloud Platform 100GB from Asia to North America— 2 1-10000 5,632 5,695
1 132 | Google Cloud Platform [Google Cloud Platform - #/#1E 2 15112 R#510TB/year— & 1-100 1,434,907 | 1,450,867
1 133 | Google Cloud Platform |Google Cloud Platform - B/ % 1E 2 512 RFENIEE 1TB/year— 5 1-1000 143,490 145,086
- 471 552 i ium i i i
1 134 | Google Cloud Platform Google.CIoud Platform Datg Transfer #8& i & Data Transfer, Premium tier, 1TB, Taiwan to Asia 1-5000 46.442 46,959
(excluding Korea & Indonesia)—%
. EnERB N HEEERTT EBAzure Backup R HEAE IR 7 - AR, ol E XK EREREAER
I e Microsoft PRIS MR R AR B AR S M B BT 2 1 - B 1624 050731 65797
5 y Google Cloud Platform Google F:Ioud Platform - Container Solution &z8=EGKE Autopilot, CPU:2, RAM:8GB, 1-5000 44.876 45,375
Storage:100GB—&
Google Cloud Platform - Data Management E &3 Cloud SQL for MySQL, vCPU:2, RAM:
2 3 Google Cloud Platform 7.5GB, Storage: 100GB SSD—4E 1-5000 46,619 47,138
Google Cloud Platform - Data Management &l &32Cloud SQL for PostgreSQL, vCPU:2, RAM:
2 4 Google Cloud Platform 7.5GB, Storage: 100GB, Backup: 100GB— & 1-5000 42,586 43,060
Google Cloud Platform - Data Management E &2 Cloud SQL for SQL Server 2017/2019
2 | 6 | GoogleCloud Platform o 4o 4 yCPU-2. RAM: 7.5GB, Storage: 100GB, Backup: 100GB—4E 1-5000 165,639 | 167,481
_®Bae NP2 ) f
5 9 Google Cloud Platform Qoogle C?Ioud PIat.form 251 Al J£EVertex Al for Gemini 2.5 Pro, 100M Token input (text, 1-5000 103,898 105,054
image, video, audio)—%&
T NN Py
5 10 | Google Cloud Platform Google Cloud Platform 51 Al JFEVertex Al for Gemini 2.5 Pro, 100M Token output 1-5000 623,699 630,636
(response and reasoning)—
2 11 Google Cloud Platform |Google Cloud Platform - 253 Al 3¥&Vertex Al for Imagen 3, 10,000 Images output—4F 1-5000 166,310 168,160
2 12 | Google Cloud Platform |Google Cloud Platform - 253, Al ¥ &Vertex Al Provisioned Throughput, 1 GSU— 1-5000 1,122,650 | 1,135,137
. Z1% Azure Landing ZoneEI#a1E - EL - REHRER, REZFRLER ELZE2E5RNRIETS
2 13 Microsoft AT pE TR S .« B A A - 5 1-624 72,718 73,527
. RinEMTU Al BBRTTFEEAzure AR R BBEMLANN A - B - 8 - ESRERRR
i Microsoft B - 15T LSRR (A AU T AOAPIR I S GPUE SRS - R I - 1624 03181 96,944
3 95 | FEBERNHBIEAT |PEESCDN7*24/RIEQoEEE K £ B @R A H11E—1E B 1-100 4,881 4,935
3 96 FESERNHBRAST |FESESCDNttpsBIE = 11E—E A 1-1000 1,220 1,234
3 97 PESERNHEBERAT |PESECDNEERI1E—EA 1-1000 10,819 10,939
3 98 | PEEBEERMNBRAS |PEESCONRINAHERLSESIXN—ES 1-100 2,440 2,467
3 99 FESERNHBERAT |PESECDNARE(10TB)10000GB—{EA 1-1000 29,040 29,363
3 100 | FEEERHBIRAE |PEEFECDNR=Z(1TB)1000GB—{EH 1-1000 3,416 3,454
3 [101] PEBEERMNBRAS |PEESCONRILLE Mz AP ERE1E—EH 1-100 5,280 5,339
3 102 | FEFERMNABRAS |PEEECONRILL RS WAFRE1E—EH 1-100 12,202 12,338
3 103 | PEBERNERAE |PEBECONRAIRESHERINAE—EH 1-100 813 822
3 [104]| EEBERMNBRAS |PEESCONAARESHIZENIE—EH 1-100 2,034 2,057




